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ABSTRACT OF THE TALK 

When modeling many natural networked systems, the nodes of the network are often treated, 
for simplicity, as if they were identical. This is also the case when building models of neural 
networks: each neuron in the network is described using the same parameter values, so that 
the dynamics of each individual neuron is the same as the dynamics of its neighbors. However, 
real neurons display intrinsic differences in their properties --even neurons belonging to the 
same class and located in the same brain area. Moreover, the effect that such heterogeneity 
might have in the dynamics of the neural network has not been fully understood up to date. 
Here, I present a theoretical and numerical study of the implications of heterogeneity in the 
dynamical properties of neural populations. We find that the presence of heterogeneity in 
neural properties allows for an easier network synchronization, and the degree of heterogeneity 
is also nonlinearly related to the resulting mean activity of the neural network. In addition, we 
find that a moderate level of heterogeneity is able to optimize the transmission of information 
across neural populations, employing either rate coding or temporal coding -- two well-known 
information transmission strategies used by neurons. Our results indicate that, far from being a 
nuisance, neuron-to-neuron heterogeneity plays an active role in neural computations and it 
optimizes the transmission of information in neural populations using coding strategies thought 
to occur in many brain areas. 
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